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ABSTRACT

Not only is Wikipedia a comprehensive source of quality infa-
tion, it has several kinds of internal structure (e.g.,treteal sum-
maries known asnfoboxe$, which enable self-supervised infor-
mation extraction. While previous efforts at extractioonfr Wiki-
pedia achieve high precision and recall on well-populatedses
of articles, they fail in a larger number of cases, largelgchese
incomplete articles and infrequent use of infoboxes leaithdaf-
ficient training data. This paper presents three novel fgcles
for increasing recall from Wikipedia’s long tail of spardasses:
(1) shrinkage over an automatically-learned subsumpiéomort-
omy, (2) a retraining technique for improving the trainiragal and
(3) supplementing results by extracting from the broadel.\M@ar
experiments compare design variations and show that, nssghi
cert, these techniques increase recall by a factor of 1.7/ 7b
while maintaining or increasing precision.
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1. INTRODUCTION

We are motivated by a vision of self-supervised informatan
traction — systems which can autonomously gather and argani
semantic data from a large number of Web pages. Such a syste
could be useful for next-generation information retrigwplestion
answering and much more. Autonomy is crucial, since theesafal
available knowledge is vast. We share this vision with a neimb
of other projects, such as Snowball [1], KnowltAll [10] andxF
trunner [3], but in contrast to systems which seek to extiiaeh
arbitrary Web text, we argue that Wikipedia is an importantfs
for extraction. If we can render much of Wikipedia into seti@an
form, then it will be much easier to expand from that base.
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Figure 1: The number of article instances per infobox class &s
a long-tailed distribution.

Focusing on Wikipedia largely solves the problem of inaateir
and unreliable source data [11], but introduces new chgdélenFor
example, many previous systems (e.g., Mulder [12], ASkMSJR [
and KnowltAll [10]) exploit the presence of redundant infation
on the Web, enabling powerful statistical techniques; hanehe
Wikipedia corpus has greatly reduced duplication. On theiot
hand, Wikipedia has several attributes that significardlilitate
extraction: 1) Infoboxes, tabular summaries of an objdais at-
tributes, may be used as a source of training data, allowang f
self-supervised learning. 2) Wikipedia gives importanhazpts
their own unique identifier — the URI of a definitional page.eTh
first reference to such a concept often includes a link whaohtme
used for disambiguation. As a result, homonyms are muclofess
problem than in unstructured text. 3) Wikipedlgtsandcategories
provide valuable features for classifying pages.

In previous work, we developed Kylin — a self-supervised-sys
tem for information extraction from Wikipedia [26]. Kylirobks
for sets of pages with similar infoboxes, determines commien
tributes for each class, creates training examples, leatnactors,
and runs them on each page — creating new infoboxes and com-
pleting others.

1.1 The Long-Tailed Challenge

Kylin works extremely well for popular infobox classes waer
users have previously created sufficient infoboxes to aaiaffec-
tive extractor model. For example, in the “U.S. County” sl&glin
has97.3% precision with95.9% recall. Unfortunately, however,
many classes (e.g., “Irish Newspapers”) contain orgyrall num-
ber of infobox-containing articles. As shown in Figure 1, 1442 o
1756 82%) classes have fewer than 100 instances, and 208
have 10 or fewer instances. For classes sitting on this laitg t
Kylin can’t get enough training data — hence its extractierfqr-
mance is often unsatisfactory for these classes.

Furthermore, even when Kylin does learn an effective extrac
tor there are numerous cases where Wikipedia has an article o
a topic, but the article simply doesn’t have much informatto
be extracted. Indeed, another long-tailed distributiovegas the



lengthof articles in Wikipedia; among the 1.8 million pagesiany
are short articles and almost 800,000 (44.2%) are marketuas
pages, indicating that much-needed information is missing

In order to create a comprehensive semantic knowledge base

summarizing the topics in Wikipedia, we must confront both o
these long-tailed challenges. We must train extractorptraie
on sparsely populated infobox classes and we must resotiéo o
information sources if a Wikipedia article is superficial.

1.2 Contributions

In this paper we describe three novel approaches for impgovi
the recall of extraction of Wikipedia infobox attribute uak.

e By applying shrinkage [24, 16] over an automatically-lesatn
subsumption taxonomy, we allow Kylin to substantially im-
prove the recall of its extractors for sparse infobox classe

e By mapping the contents of known Wikipedia infobox data
to TextRunner, a state-of-the-art open information eximac
system [3], we enable Kylin to clean and augment its training
dataset. When applied in conjunction with shrinkage, this
retraining technique improves recall by a factor of between
1.1 and 5.9, depending on class.

e When it is unable to extract necessary information from a
Wikipedia page, we enable Kylin to retrieve relevant sen-
tences from the greater Web. As long as tight filtering is
applied to non-Wikipedia sources, recall can be still farth
improved while maintaining high precision.

Our techniques work best in concert. Together, they improve
recall by a factor of 1.76 to 8.71 while maintaining or insea
precision. The area under the precision-recall curve asgs by a
factor of between 1.96 to 23.32, depending on class. Iniaddid
showing the great cumulative effect of these techniquesnadyze
several variations of each method, exposing importaninesging
tradeoffs.

2. BACKGROUND: EXTRACTION IN KYLIN

We start by defining the problem under consideration: inkobo
completion. Recall that an infobox is a relational summérgr
article: a set of attribute / value pairs describing thecles sub-
ject (see [26] for an example). Not every article has an iofob
and some infoboxes are only partially instantiated witlugal We
seek to create or complete infoboxes whenever possibleenGiv
Wikipedia page, we seek to identify the infobox class, treigev-
ing its associated schema, and extract as many attributes/als
possible from the article (or possibly from the greater Wésb}his
paper, we concentrate on the extraction process — spelifaal
increasing recall for sparse classes.

Before describing our three new methods for increasingriyli
recall, we review the system’s basic architecture [26]. @ in
Figure 2, Kylin has three primary components: the prepsmes
module which generates classifiers, and one which genetaies
ditional Random Fields (CRF) [13] extractors. The figurevehio
the data flow, but the components are invoked in a pipelinéeén t
order described above. We describe them in turn.

2.1 Preprocessor

The preprocessor selects and refines infobox schematasiogoo
relevant attributes; it then generates machine-learnaigsets for

lUnless noted otherwise, all statistics are taken from the
07/16/2007 snapshot of Wikipedia's English language wversi
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Figure 2: Kylin performs self-supervised information extrac-
tion, using Wikipedia inforboxes for training data.

training sentence classifiers and extractors. Refinemamgdss-
sary for several reasons. For examplehema drifoccurs when au-
thors create an infobox by copying from a similar article ahdng-

ing attribute values. If a new attribute is needed, theyuske up

a name, leading to schema and attribute duplication. Fanphka

six different attribute names are used to describe theitotaf an

“Actor’s” death: “death location”, “deathlocation”, “d#a place”,

“deathplace”, “place_of_death” and “location of death”.

The initial Kylin implementation used a naive approach fone
ment: scanning the corpus and selecting all articles wighsdme
infobox template name. Only the attributes used in at [€5&t of
the articles were selected. As we discuss in the next seatio®
benefit of building a taxonomy over the set of infobox classdise
ability to recognize closely related and duplicate classes

The preprocessor constructs two types of training datasets
those for sentence classifiers, and CRF attribute extsactbor
each article with an infobox mentioning one or more target at
tributes, Kylin tries to find a unique sentence in the artitiat
mentions that attribute’s value. The resulting labelledteeces
form positive training examples for each attribute; otremtences
form negative training examples. If the attribute value entioned
in several sentences, then one is selected heuristically.

2.2 Generating Classifiers

Kylin learns two types of classifiers. For each class of krtie-
ing processed, a heuristilocument classifieis used to recognize
members of the infobox class. For each target attributeinvdh
class asentence classifigs trained in order to predict whether a
given sentence is likely to contain the attribute’s value.

Robust techniques exist for document classification (blgive
Bayes, Maximum Entropy or SVM approaches), but Kylin’s sienp
heuristic technique, which exploits Wikipedia’s list anategory
features, worked well.

Sentence classification, i.e. predicting which attribwtkigs (if
any) are contained in a given sentence, can be seen as atasij-
multi-label text classification problem. Kylin uses a Maxim En-
tropy model [18] with a variety of features: bag of words, aug
mented with part of speech (POS) tags. To decrease the impact
the noisy and incomplete training dataset, Kylin applieggiag
(instead of boosting [19]).

2.3 Learning Extractors

Extracting attribute values from a sentence is best vieveed a
sequential data-labelling problem. Kylin uses the CRF rhadth
a wide variety of features (e.g., POS tags, position in téesee,
capitalization, presence of digits or special characteigtion to
anchor text, etc.). Instead of training a single masteraextr to
clip all attributes, Kylin trains a different CRF extractimr each
attribute, ensuring simplicity and fast retraining. As riemed
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Figure 3: Architecture of Kylin Ontology Generactor.

previously, when trained on infobox classes with copiogsances
(e.g., 500 or more), Kylin learns excellent extractors. Ppheci-
sion ranged from a percentage in the mid-70s to high-90seadr
from low-50s to mid-90s, depending on attribute type andbok
class. Though Kylin is successful on those popular clagsaser-
formance decreases on the long-tail of sparse classes thieseds
insufficient training data. The next two sections describe tech-
niques for solving this problem. In Section 5 we explain ho&s w
extend Kylin to handle the long tail of short articles.

3. SHRINKAGE

Although Kylin performs well when it can find enough training
data, it flounders on sparsely populated infobox classese-rt-
jority of cases. Our first attempt to improve Kylin's perfante
uses shrinkage, a general statistical technique for inipgogsti-
mators in the case of limited training data [24]. McCallurrakt
applied this technique for text classification in a hiergrclasses
by smoothing parameter estimate of a data-sparse childtaiplar-
ent to get more robust estimates [16].

Similarly, we use shrinkage when training an extractor of an
instance-sparse infobox class by aggregating data fropaitsnt
and children classes. For example, knowing tRetformer |IS-
A Person andPerformer.loc=Person.birth_plcwe can use values
from Person.birth_pldo help train an extractor fdPerformer.loc
The trick is automatically generating a good subsumptienanchy
which relates attributes between parent and child cla3dess, we
first describe our method for creating an ontology relatiniggiW
pedia infoboxes, then describe our approach to shrinkagkead
the section with an empirical exploration of our technique.

3.1 The Kylin Ontology Generator

The Kylin Ontology Generator (KOG) is an autonomous system
that builds a rich ontology by combining Wikipedia infobexeith
WordNet using statistical-relational machine learning][2At the
highest level KOG computes six different kinds of featuseane
metric and some Boolearsimilarity measuresedit history pat-
terns class-name string inclusiortategory tagsHearst patterns
search-engine statistics, antrdNetmappings. These features are
combined using statistical-relational machine learngpgcifically
joint inference over Markov logic networks [21], extendif23].

Figure 3 shows KOG's architecture. First, gshema cleaner
scans the infobox system to merge duplicate classes aitaligds,
and infer the type signature of each attribute. Then stitssump-

tion detectoridentifies the subsumption relations between infobox
classes, and maps the classes to WordNet nodes. Finakghbma
mapperbuilds attribute mappings between related classes, espe-
cially between parent-child pairs in the subsumption li@na KOG’s
taxonomy provides an ideal base for the shrinkage techpapuge-
scribed below.

3.2 Shrinkage Using the KOG Ontology

Given a sparse target infobox clags Kylin's shrinkage mod-
ule searchs upwards and downwards through the KOG ontotogy t
aggregate training data from related classes. The twoalrgaes-
tions are: 1) How far should one traverse the tree? 2) Whatldho
be the relative weight of examples in the related class coadp@
those inC'? For the first question, we search to a uniform distance,
I, outward fromC'. In answer to the second question, we evaluate
several alternative weighting schemes in Section 3.3. Teead
shrinkage procedure is as follows:

1. Given a clas¢’, query KOG to collect the related class set:
Sc = {Ci|path(C,C;) < 1}, wherel is the preset thresh-
old for path length. Currently Kylin only searches strictpa
ent/chidren paths without considering siblings. Take fPer*
former” class as an example: its parent “Person” and childre
“Actor” and “Comedian” could be included ific.

2. For each attribut€.a (e.g.,Performer.log of C:

(a) Query KOG for the mapped attribut&.a; (e.g.,Per-
son.birth_pl¢ for eachC;.

(b) Assign weightw;; to the training examples froid;.a;
and add them to the training dataset far.. Note that
w;; May be a function both of the target attributes,
the related clas€’;, andC;’s mapped attribut€’;.a ;.

3. Train the CRF extractors f@r on the new training set.

3.3 Shrinkage Experiments

This section addresses two questions: 1) Does shrinkage ove
the KOG ontology help Kylin to learn extractors for sparsessks?
What if the target class isot sparse? 2) What is the best strategy
for computing the training weightsy;;? To answer these questions
we used th@®7/16/2007 snapshot oén.wikipedia.org as
a source dataset. We tested on four cladseamely “Irish news-
paper” (which had 20 infobox-contained instance articléBgr-
former” (44), “Baseball stadium” (163), and “Writer” (221 3rhese
classes represent various degrees of “sparsity” in ordpraeide
better understanding of how shrinkage helps in differeaesaFor
the “Irish newspaper” and “Performer” classes, we manulally
beled all the instances to compute precision and recalegalBar-
ticularly, we count the ground-truth as the attribute valeen-
tained in the articles — meaning a 100 percent recall isrgp#i/-
ery attribute value which is present in the article. For tBaseball
stadium” and “Writer” classes, we manually labeled 40 ranlyo
selected instances from each. All the following experiraarge
4-fold cross validation.

After schema cleaning, KOG identified 1269 infobox classet a
mapped them to the WordNet lattice (82115 synsets). We found
that although the whole ontology is quite dense, the curremtber
of Wikipedia infoboxes is relatively small and most patha®tigh
the taxonomy cover three or fewer infobox classes, whichrdim
ishes the effect of path-length threshéldTable 1 shows the de-
tailed parent/children classes for each testing case. dtiaifow-
ing, we mainly focus on testing weighting strategies.

2In average there are around 7 attributes per class, so wallgctu
tested for around x 7 = 28 extractors.
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Figure 4: Regardless of the weighting scheme, extractors ained with KOG-enabled shrinkage outperforms the Kylin basline —
especially on the sparse “Irish newspaper,” “Performer” and “Baseball stadium” classes where recall is dramaticallymproved. In
the two sparsest classes, precision is also markedly impres.

ferent degrees of similarity between the targent and releltesses.

Target class Parent Children
Irish newspaper(20) [ Newspaper(1559 -
Performer(44) Person(1201) Actor(8738)
Comedian(106)
Baseball stadium(163) Stadium(1642) -
Writer(2213) | Person(1201) | Sci-fi writer(36)

Table 1: Parent/children classes for shrinkage.

We considered three strategies to determine the weight$or
aggregated data from parent / children classes:

Uniform: w,; = 1, which weights all training samples equally.
Size Adjusted: wi; = min{1, 577}, wherek (10 in our exper-
iments) is the design parameter, day is the number of instance
articles contained ir. The intuition is that the biggef' is, the
less shrinkage should rely on other classes.

Precision Directed: w;; = pij, wherep;; is the extraction pre-
cision when applying the extractor f@r;.a; on the appropriate
sentences froni'-class articles and comparing them with existing
infobox values.

Even with limited parent / children classes for smoothing, a
forms of shrinkage improve extraction performance. Figusbhows
the precision / recall curves for our different weightingagtgies;
parenthetical numbers (e.g., “Performer (44)” denote tivabver
of positive examples. We draw several conclusions:

First, with shrinkage, Kylin learns better extractors,ezsally in
terms of recall. For those very sparse classes such as fPenfb
and “Irish newspapers”, the recall improvement is dram&ik%
and 457% respectively; and the area under the precisionesmadl r
curve (AUC) improves 57% and 1386% respectively.

Second, we expected precision-directed shrinkage to datpe
the other methods of weighting, since it automatically adaylif-

However, the three weighting strategies turn out to perfoom-
paratively on the infobox classes used for testing. The il
reason is that to achieve total autonomy Kylin estimatepthei-
sion, p;;, of an extractor by comparing the values which it extracts
to those entered manually in existing infoboxes. It turnistbat in
many cases Wikipedia editors use different expressionsgoribe
attribute values in the infoboxes than they do in the artiel.
Naturally, this makes the accurate estimatiopgfextremely dif-
ficult. This, in turn, biases the quality of weighting. In theure,
we hope to investigate more sophisticated weighting mesthod

Finally, Shrinkage also helps the quality of extraction applar
classes (e.qg., for “Writer”), though the improvement istgunod-
est. This is encouraging, since “Writer” (Figure 1d) alngdwhd
over two thousand training examples.

4. RETRAINING

Our experiments show that shrinkage enables Kylin to finchext
datawithin Wikipedia to help train extractors for sparse classes. A
complementary idea is the notion of harvesting additiorahing
data even from theutsideWeb? Leveraging information outside
Wikipedia, could dramaticaly improve Kylin's recall. Toesavhy,
we note that the wording of texts from the greater Web are more
diverse than the relatively strict expressions used in npees in
Wikipeidia® Training on a wider variety of sentences would im-
prove the robustness of Kylin's extractors, which wouldegmtially
improve the recall.

The trick here is determining how to automatically identiéy-
evant sentences given the sea of Web data. For this purpgbe, K

3It is possible that Wikipedia’s inbred style stems from atquat
where one article is copied and modified to form another. Aegen
desire for stylistic consistency is another explanation.



utilizes TextRunner, an open information extraction sys{&],
which extracts relation§r|r = (obj:, predicate, ohj)} from a crawl
of about 100 million Web pages. Importantly for our purpoges-
trunner’ crawl includes the top ten pages returned by Goablen
queried on the title of every Wikipedia article. In the nexbs
section, we explain the details of our retraining procelssntwe
follow with an experimental evaluation.

4.1 Using TextRunner for Retraining

Recall that each Wikipedia infobox implicitly defines a sét o
semantic tripleqt|¢ = (subject, attribute, valug where the sub-
ject corresponds to the entity which is the article’s titi€hese
triples have the same underlying schema as the semantionsla
extracted by TextRunner and this allows us to generate raémirnig
data.

The retrainer iterates through each infobox clésand again
through each attribute;.a, of that class collecting a set of triples
from existing Wikipedia infoboxesT = {t|t.attribute= C.a}.*
The retrainer next iterates throu@h issuing TextRunner queries
to get a set of potential matchéXC.a) = {r|3t € T : r.obj, =
t.subject, r.objo = t.value}, together with the corresponding
sentences which were used by TextRunner for extraction.ré@he
trainer uses this mapped g@{C.a) to augment and clean the train-
ing data forC’s extractors in two ways: by providing additional
positive examples, and by eliminating false negative exasphich
were mistakenly generated by Kylin from the Wikipedia data.

ADDING POSITIVE EXAMPLES: Unfortunately, TextRunner’s
raw mappingsR(C.a), are too noisy to be used as positive train-
ing examples. There are two causes for the noise. The most obv
ous cause is the imperfect precision of TextRunner’s etdraBut
false positive examples can also be generated when thereudre
tiple interpretations for a query. Consider the TextRunmaery
(r.obj1 = A, r.predicate =7,r.0bj. = B), where A is a person
and B is his birthplace. Since many people die in the same place
that they were born, TextRunner might return the sentenab“B
died in Seattle.” — a poor training example for birthplace.

Since false positives can greatly impair training, the Kyle-
trainer morphologically clusters the predicates whichratarned
by TextRunner (e.g., “is married to” and “was married to” greuped).
We discard any predicate that is returned in response to &y que
about more than one infobox attribute. Only thenost common
remaining predicates are then used for positive trainiragrgles;
in our experiments we sét= 1 to ensure high precision.

FILTERING NEGATIVE EXAMPLES: As explained in [26],
Kylin considers a sentence to be a negative example unléss it
known to be positive or theentence classifidabels it as poten-
tially positive. This approach eliminates many false nizgat but

By adding new positive examples and excluding sentenceswhi
might be false negatives, retraining generates a greatyawed
training set, as we show in the next subsection.

4.2 Retraining Experiments

We ask two main questions: 1) Does retraining improve Kglin’
extractors? 2) Do the benfits from retraining combine syis&rg
cally with those from shrinkage? Before addressing thosesqu
tions we experimented with different retraining altermesi (e.g.,
just adding positive examples and just filtering negativé&hile
both approaches improved extractor performance, the catibn
worked best, so the combined method was used in the subgequen
study.

We evaluate retraining in two different cases. In the firsecave
use nothing but the target class’ infobox data to prime Tertir
for training data. In the second case, we first used unifoeigit
shrinkage to create a training set which was then used toyquer
TextRunner. Figure 5 shows the results of these methodswon fo
testing classes.

We note that in most cases retraining improves the perfocman
in both precision and recall. When compared with shrinkage,
training provides less benefit for sparse classes but hetps on
the popular class “Writer.” This makes sense because withany
tuples to use for querying TextRunner, retraining ha<liétfect.
For example, for “Performer (44)” retraining added 10 gosiex-
amples and filtered 20 negative examples; for “Writer (2218)
training added 2204 positive and filtered 3568 negative @kasn
We suspect that full cotraining would be more effective oarsp
classes when shrinkage was unavailable. Finally, we obsgm-
ergy between shrinkage and retraining, leading to the bigige
provement. Particularly, on the two sparsest classesh“fresvspa-
per” and “Performer”, the combination improved recall by5%8
and 72% respectively, with remarkable improvement in [sieai
as well; and the AUC improved 1680% and 74% respectively.

5. EXTRACTING FROM THE WEB

While shrinkage and retraining improve the quality of Kidin
extractors, the lack of redundancy of Wikipedia’'s conteaksas it
increasingly difficult to extract additional informatiorkacts that
are stated using uncommon or ambiguous sentence strubidees
from the extractors. In order to retrieve facts which camtdx-
tracted from Wikipedia, we would like to exploit another pos,
in particular the general Web. On the surface, the idea iplsim
train extractors on Wikipedia articles and then apply themete-
vant Web pages. An obvious benefit of this approach is théyabil
to find new facts which are not contained in Wikipedia at all.

The challenge for this approach — as one might expect — is
maintaining high precision. Since the extractors have iegned
on a very selective corpus, they are unlikely to discrineriatele-

some remain. A natural idea is to remove a sentence from the se vant information. For example, a Kylin extractor feerson.birthdate

of negative examples if it contains the word denoting thatieh
itself. Unfortunately, this technique is ineffective ifd&d soley
on Wikipedia content. To see why, consider ferson.spousat-
tribute which denotes the “marriage” relation —becausewbed
“spouse” seldom appears in natural sentences, few falsgineg
are excluded. But by using TextRunner, we can better idettt#
phrases (predicates) which are harbingers of the relatiauées-
tion. The most common are used to eliminate negative example

“We note that another way of generating the getwould be to
collect baseline Kylin extractions fa@r'.a instead of using existing
infoboxes. This would lead to eotraining approach rather than
simple retraining. One could iterate the process of gettimoye
training date from TextRunner with improvements to the Kydk-
tractor [4].

has been trained on a set of pages all of which have as theiapyi
subject that person’s life. Such extractors become inatewrhen
applied to a page which compares the lives of several people —
even if the person in question is one of those mentioned.

To ensure extraction quality, it is thus crucial to carefige-
lect and weight content that is to be processed by Kylin'saext
tors. In our work, we view this as an information retrievabiplem,
which Kylin's web extraction module solves in the followisteps:
It generates a set of queries and utilizes a general Webtsearc
gine, namely Google, to identify a set of pages which ardylit@
contain the desired information. The top-k pages are themedo
loaded, and the text on each page is split into sentenceshwiné
processed by Kylin. Each extraction is then weighted usiogra-
bination of factors.
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Figure 5: Used in isolation, retraining enables a modest butmarked improvement in recall. Combining retraining with shrinkage
yields substantially improved extractors with improvemerts to precision as well as recall.

CHOOSING SEARCH ENGINE QUERIES: The firstimportant
step is to ensure that the search engine returns a set oy majat
vant pages. A simple approach is to use the article title aseayq

For example, let us assume that we are interested in findieg th

birth date of Andrew Murray, a writer. The corresponding Wiki-
pedia page is titled ‘Andrew Murray (minister)’. The infoation
in parentheses is used in Wikipedia to resolve ambiguitiasywe
remove it to increase recall. To improve result relevanaplace
quotes around the remaing string, h&aadrew murray”

Although such a query might retrieve many pages about Mur-

ray, it is possible that none among the top contains the pirso

birth datewhich we might be interested in. We therefore run sev-

eral more restrictive queries which not only limit resultspages
containing the article title, but that also include otheywerds to
better target the search.

One such query is the quoted article title followed by thetaite
name, as irfandrew murray” birth date . While this in-
creases the chance that a returned page contains the deired
mation, it also greatly reduces recall, because the teririh tate’
might not actually appear on a relevant page. For exampiesider
the sentence ‘Andrew Murray was born in 1828.".

Such predicates which are indicative of attributes, likasvoorn

in’ for the birth date we have computed already, as described in

section 4. We generate an appropriate query for each ptedica

which combines the quoted title as well as the predicatenas i

“andrew murray” was born in . The combined results of
all queries (title only, title and attribute name, as welltide and
any attribute predicate) are retrieved for further process

WEIGHTING EXTRACTIONS: Pages which do not contain the
preprocessed article title, here ‘Andrew Murray’, are dised.

Then, using an HTML parser, formatting commands and scripts

are removed, and sentences are identified in the remainihg te
Since most sentences are still irrelevant, running Kylaxgac-

tors on these directly would result in many false positivieéecall

that unlike Wikipedia’s articles, web pages often compavgtipie

related concepts, and so we would like to capture the likeBrthat
a sentence or extraction is relevant to the concept in aqresth

variety of features may be indicative of content relevarce,we

focused on two in particular:

e The number of sentencésbetween the current sentence and
the closest sentence containing the (preprocessed)ftitie o
article.

e The rank of the pagé. on Google’s results lists returned in
response to our queries.

Each retrieved sentence is then sent to Kylin for extractoa
for each extraction a combined score is computed. This $akes
into account both factors, andd, as well as the confidencg
reported by Kylin's extractors; it is obtained in the follmg way:
First, each of the three parametérsd., d. is normalized by apply-
ing a linear mapping into the intervalas, 1], [a», 1], and|a., 1]
respectively, where 1 corresponds to the optimal valuecand..,
and o, are user-defined parameters. With ¢,:, andd; denot-
ing the normalized weights, the combined score is then obtbas
SCOT€wep 1= 05 * Op % 0.

COMBINING WIKIPEDIA AND WEB EXTRACTIONS:  Our
final question is: how can we combine extraction results fiin
kipedia and the Web? Despite our efforts in identifying vate
Web pages and weighting sentences, it is likely that extiast
from Wikipedia will be more precise. After all, in Wikipediae
can be sure that a given page is highly relevant, is of higlitgua
and has a more consistent structure, for which Kylin's ettnes
have been particularly trained. Yet, Kylin may err on Wildje
too, especially when the extractors confidence score is low.
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Figure 6: When applying Kylin to Web pages, the CRF’s confidene is a poor choice for scoring extractions of the same attrilte.
Giving priority to extractions from pages ranked higher by Google, and resolving ties by extractor confidence, improvegsults con-
siderably. ‘Sentence Dis’ which gives priority to extractons from sentences which are closer to the next occurrence thfe Wikipedia
article title on a web page, improves further, and is only ouperformed by a weighted combination of the other three factes.
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Figure 7: When applying Kylin to Web pages, improvements
due to shrinkage and retraining become even more apparent.

A straight-forward combination of the extractors alwaysires
the extraction with highest score, as measured in terms mff-co
dence for extractions from Wikipedia and the weighted corabi
tion scoreqe, fOr extractions from the Web. In order to balance the
weights of extractors, we adjust the score of extractioomfthe
web tol — (1 — scoreywes)”, Wherel is a new parameter.

5.1 Web Experiments

In this section we would like to answer two questions: 1) Wihic
factors are important in scoring extractions from the Web®l a
2) When combining extractions from Wikipedia and the Weln, ca
recall be significantly improved at an acceptable precizion

In previous sections, we computed recall as the proportfon o
facts contained in the infoboxes that our system was abletts a
matically extract from the text. In this section, howeveg are

also interested in how many new facts Kylin can extract from t
Web, and so we change our definition of recall: we assume that
there exists some correct value for each attribute cordaimé¢he
infobox template of an article and set recall to be the pridpoof
correct attribute values relative to all attributes. Ndtattthis is a
very conservative estimate, since there may not always axiap-
propriate value. For example, there exists no death dagevioiter
who has not died yet.

For all experiments, we queried Google for the top-100 pages
containing the article title, and the top-10 pages contgitthe ar-
ticle title plus attribute name (or associated predicaEgch new
extraction — for which no ground truth existed in Wikipedia —
was manually verified for correctness by visiting the soyrage.

In our first series of experiments, we used Shrink-Retrain —
the best extractors trained on Wikipedia — and applied wifie
scoring functions to select the best extraction for anlatte. Fig-
ure 6 shows our results: The CRF extractor’s reported camfele
performed poorly in isolation. Giving priority to extractis from
pages at a higher position in Google’s returned result st re-
solving ties by confidence, yielded a substantial improvamsim-
ilarly, we tried giving priority to extractions which werewer sen-
tences apart from the occurrence of the Wikipedia artitle 6n a
page, again resolving ties by extractor confidence. Thelarg
provements in precision and recall (as highlighted in therég)
show that much of the returned text is irrelevant, but canese
weighted using simple heuristics. Finally, we were interdsf a
weighted combination of these factors would lead to syestgiVe
setas = .1, ar, = .7, a. = .9, s0 that each factor was roughly
weighted by our observed improvement (results were noftsens
to minor variations). On all datasets, performance was eoaipe
or better than the best factor taken in isolation.

=
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Figure 8: Combining Kylin's extractions from Wikipedia and the Web yields a substantial improvement in recall without ompro-
mising precision. Already, shrink-retrain improved recall over the original Kylin system, here the baseline, but the ombination of
extractions from Wikipedia and the Web, shrink-retrain-We b, performs even better.

AUC improved(%) | +Shrink | +Retrain| +Web | Total formation extraction, approaches for exploiting ontoésgjn infor-
Irish news. (20) 1386 294 552 | 2232 mation extraction, and other Wikipedia-based systems.
Performer(44) 57 17 24 98

Baseball stad.(163 17 23 62 102 UNSUPERVISED INFORMATION EXTRACTION: Since the
Writer(2213) 7 9 80 96 Web is large and highly heterogeneous, unsupervised arsigedr-

vised learning is necessary for scaling. Several systemiésdform
Table 2: Accumulative AUC improvements. have been proposed.NSWBALL [1] iteratively generates extrac-

tion patterns based on occurrences of known tuples in docise
In our second series of experiments, we combined extraction €Xtract new tuples from plain textsuLDER [12] and ASkMSR [S,
from Wikipedia and the Web. In both cases, we applied thenghri 9] use the Web to answer questions, exploiting the fact thettm

Retrain extractor, but scored extractions from the Webgusie important facts are stated multiple times in different waysich
weighted factor combination with = .4. The results, shown in  licenses the use of simple syntactic processing. Insteadlizing
Figure 8, show large improvements in recall at higher piegifor redundancy, Kylin exploits Wikipedia's unique structuredathe
the “Baseball stadium” (34%) and “Writer” (63%) datasetsda  Presence of user-tagged data to train mac_hlne Iearngwaﬁﬂuan
at moderately improved precision for the “Irish newspapent and Riloff proposed a decoupled information extractiortesysby
“Performer” datasets. The AUC was substantially expandeai first creating a self-trained relevant sentence classifiedentify

cases, ranging from 14% to 75%. Compared to the original-base élévantregions, and using a semantic affinity measurettorei-
line system, the area has expanded between 96% and 2232%. Tal_c_all_y Ie_arn domam-rele_vant extraction _patterns [20]liKyses the
ble 2 shows the detailed accumulative improvements of AUC fo Similar idea of decoupling when applying extractors to teaggal
various scenarios. Another interesting observation it Saink- Web. Differently, Kylin uses IR-based techniques to seletetvant
age tends to address more the first long-tailed challengearssp ~ Sentences and trains a CRF model for extractions.
classes(e.qg., “Irish newspaper(20)”), and resortingedtleb tends
to address more the second long-tailed challenge — shatesie.g.,
many “Writer” articles are short ones about noteless wsjter

In the future, we would like to automatically optimize the-g@-
etersa,, ar, ac, A based on comparing the extractions with values
in existing infoboxes.

ONTOLOGY-DRIVEN INFORMATION EXTRACTION:  There
have been a lot of work on leveraging ontology for informatéx-
traction. The SemTag and Seeker [8] systems perform auéoimat
semantic tagging of large corpora. They use the TAP knovdedg
base [22] as the standard ontology, and match it with ins&nc
on the Web. PANKOW [6] queries Google with ontology-based
Hearst patterns to annotate named entities in documentsisik

6. RELATED WORK et al. uses Cyc to specify Web searches to identify and veaifg-
In the preceding sections we have discussed how our work re- mon senses candidates [15]. The similar idea is utilizedin O
lates to past work on shrinkage and cotraining. In this eactive toSyphon [17] where ontology combined with search engimes a

discuss the broader context of previous work on unsupehiise used to identify semantic instances and relations. In ashtKylin



automatically constructs the Wikipedia infobox ontologydaises
it to help training CRF extractors by shrinkage.

OTHER WIKIPEDIA-BASED SYSTEMS: Dakka and Cucerzan
trained a classifier to label Wikipedia pages with standanched
entity tags [7]. Auer and Lehmann developed the DBpediay2] s
tem which extracts information from existing infoboxeshiiit arti-
cles and encapsulate them in a semantic form for query. limastn
Kylin populates infoboxes witimewattribute values. Suchanek et
al. implement the XGo system [25] which extends WordNet us-
ing facts extracted from Wikipedia’s category tags. Butdnttast
to Kylin, which can learn to extract values fany attribute, YAGO
only extracts values for a limited number of predefined refet

7. CONCLUSION

Kylin has demonstrated the ability to perform self-supsediin-
formation extraction from Wikipedia [26]. While Kylin aoked
high precision and reasonable recall when infobox clasaésah
large number of instances, most classes sit on the longftéio
instances. For exampl82% classes can provide fewer than 100
training examples, and for these classes Kylin's perfoceas un-
acceptable. Furthermore, even when Kylin does learn antifiée
extractor there are many cases where Wikipedia’s article topic
is too short to hold much-needed information.

This paper describes three powerful methods for increasing
call w.r.t. the above to long-tailed challenges: shrinkagérain-
ing, and supplementing Wikipedia extractions with thoserfithe
Web. Our experiments show that each of these methods isieéfec
individually. Particularly, shrinkage addresses morefitst long-
tailed challenge of sparse classes, and the latter two s&ldnere
the second long-tailed challenge of short articles. Weuatalde-
sign tradeoffs within each method. Most importantly, wevsltioat
in concert, these methods constitute a huge improvementlin’«
performance (Figure 8):

e Precision is modestly improved in most classes, with large
gains if sparsity is extreme (e.g., “Irish newspaper”).

e Recall sees extraordinary improvement with gains ffo8%

t0 50.8% (a factor of 8.8) in extremely sparse classes such as

“Irish newspaper.” Even though the “Writer” class is pop-
ulated with over 2000 infoboxes, its recall improves from
18.1% to 32.5% (a factor of 1.8) at equivalent levels of pre-
cision.

REFERENCES

(1]

(2]

(3]

(4]
(5]
(6]

E. Agichtein and L. Gravano. Snowball: Extracting reat from
large plain-text collections. IRroceedings of the Fifth ACM
International Conference on Digital Librarie2000.

S. Auer and J. Lehmann. What have Innsbruck and Leipzig in
common? Extracting semantics from wiki contentPiroceedings of
ESWCO072007.

M. Banko, M. J. Cafarella, S. Soderland, M. Broadhead, an
O. Etzioni. Open information extraction from the Web. In
Proceedings of IJCAIQ72007.

A. Blum and T. Mitchell. Combining Labeled and Unlabelbdta
with Co-Training. InProceedings of COLT98998.

E. Brill, S. Dumais, and M. Banko. An analysis of the AskRS
question-answering system. Bmoceedings of EMNLPQ2002.
P. Cimiano, G. Ladwig, and S. Staab. Gimme’ the context:
Context-driven automatic semantic annotation with c-pankn
Proceedings of WWWQ2005.

[7] W. Dakka and S. Cucerzan. Augmenting wikipedia with ndme

(8]

(9
[10]

(11]
(12]

(13]

[14]

¢ [15]

[16]

(17]
(18]

e Calculating the area under the precision / recall curve also [19]

demonstrates substantial improvement, with an improvémen
factor of 23.3, 1.98, 2.02, and 1.96 for “Irish newspaper,”
“Performer,” “Baseball stadium,” and “Writer,” respeactly.

[20]

Despite this success, much remains to be done. We hope to de-

vise a better weighting scheme for shrinkage by compariad<th

[21]

divergence between the target and mapped classes. We wish to

extend our retraining technique to full cotraining. There sev-
eral ways to better integrate extraction of Web content ikt
of Wikipedia, ranging from improved Google querying patigito
DIRT-style analysis of extraction patterns [14].

8. ACKNOWLEDGEMENTS

We thank Eytan Adar, Michelle Banko, lvan Beschastnikh, ®ou
Downey, Oren Etzioni, Travis Kriplean, Cynthia Matuszelgvil
McDonald, Alan Ritter, Stefan Schoenmackers, Jue Wand,)We
KnowltAll and Wikipedia groups, and the anonymous reviexfer
valuable conversations and suggestions. This work wasostgap
by NSF grant 11S-0307906, ONR grant N0O0014-06-1-0147, SRI
CALO grant 03-000225 and the WRF / TJ Cable Professorship.

[22]
(23]

[24]

[25]

[26]

[27]

entity tags. InProceedings of IJCNLP 2002008.

S. Dill, N. Eiron, D. Gibson, D. Gruhl, R. Guha, A. Jhingra

T. Kanungo, S. Rajagopalan, A. Tomkins, J. Tomlin, and J.i¢nZ
Semtag and Seeker: bootstrapping the Semantic Web via atgdm
semantic annotation. IRroceedings of WWWQ2003.

S. Dumais, M. Banko, E. Brill, J. Lin, and A. Ng. Web questi
answering: Is more always better?Rroceedings of SIGIRQ2002.
O. Etzioni, M. Cafarella, D. Downey, S. Kok, A. Popesg@uShaked,
S. Soderland, D. Weld, and A. Yates. Unsupervised namety-ent
extraction from the Web: An experimental studytificial
Intelligence 165(1):91-134, 2005.

J. Giles. Internet encyclopaedias go head to hNatlire
438:900-901, December 2005.

C. T. Kwok, O. Etzioni, and D. Weld. Scaling question amsing to
the Web ACM (TOIS) 19(3):242-262, 2001.

J. Lafferty, A. McCallum, and F. Pereira. Conditionahdom fields:
Probabilistic models for segmenting and labeling sequeata. In
Proceedings of ICMLQ12001.

D. Lin and P. Pantel. DIRT— discovery of inference ruiesn text. In
Proceedings of KDDQ12001.

C. Matuszek, M. Witbrock, R. Kahlert, J. Cabral, D. Sefuter,

P. Shah, and D. Lenat. Searching for common sense: Pomulajia
from the Web. InProceedings of AAAIQ2005.

A. McCallum, R. Rosenfeld, T. M. Mitchell, and A. Y. Ng.
Improving text classification by shrinkage in a hierarchylakses.
In Proceedings of ICML981998.

L. K. McDowell and M. Cafarella. Ontology-driven infioration
extraction with ontosyphon. IRroceedings of ISWCQ&006.

K. Nigam, J. Lafferty, and A. McCallum. Using maximumtespy
for text classification. IfiProceedings of Workshop on Machine
Learning for Information Filtering, IJCAI991999.

D. Opitz and R. Maclin. Popular ensemble methods: Anieog
study.Journal of Artificial Intelligence Researchages 169-198,
1999.

S. Patwardhan and E. Riloff. Effective information rextion with
semantic affinity patterns and relevant regionsPtaceedings of
EMNLPO7 2007.

M. Richardson and P. Domingos. Markov logic networksMachine
Learning pages 107-136, 2006.

E. Riloff and J. Shepherd. A corpus-based approachdiding
semantic lexicons. IProceedings of EMNLP97997.

R. Snow, D. Jurafsky, and A. Ng. Semantic taxonomy itiducfrom
heterogenous evidence. Rroceedings of ACLQ&006.

C. Stein. Inadmissibility of the usual estimator foettnean of a
multivariate normal distribution. IRroceedings of the 3rd Berkeley
Symposium on Mathematical Statistics and ProbabjlR2@)02.

F. M. Suchanek, G. Kasneci, and G. Weikum. Yago: A core of
semantic knowledge - unifying WordNet and Wikipedia. In
Proceedings of WWWQ2007.

F. Wu and D. Weld. Autonomously semantifying Wikipedia
Proceedings CIKMO0;72007.

F. Wu and D. Weld. Automatically refining the wikipediafdbox
ontology. InProceedings of WWW08008.



